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 Dynamical complexity detection for output time series of complex systems is
one of the foremost problems in physics, biology, engineering, and economic
sciences.

 Especially in geomagnetism and magnetospheric physics, accurate
detection of the dissimilarity between normal and abnormal states (e.g. pre-
storm activity and magnetic storms) can vastly improve space weather
diagnosis and, consequently, the mitigation of space weather hazards.

 The data sets obtained from most space physics studies are usually
nonstationary, rather short, and noisy.

 One of our objectives is to find an effective complexity measure that requires
short data sets for statistically significant results, provides the ability to make
fast and robust calculations, and can be used to analyze nonstationary and
noisy data, which is convenient for the analysis of geomagnetic and
magnetospheric time series.
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Copyright / ESA and AOES Medialab

Each satellite is measuring:

 Strength and direction of the magnetic
field

 Plasma conditions and characteristics

 Location

The Constellation:

 3 identical satellites:

2 side-by-side in low orbit
(<460km)

1 in higher orbit

(< 530km)

 three orbital planes for optimal coverage
in space and time

 Launch 22 November 2013: 4 years
operations

The primary aim of the mission is to provide the best survey ever of the
geomagnetic field and the first global representation of its variations on time
scales from less than a second to several years.



Understanding the 
weakening of Earth’s 
protective shield

Studying the effect of solar 
charged particles near  
Earth and the connection 
to space weather

Sun’s influence on Earth’s system

solar wind

magnetosphere

ionosphere



 produced to a large extend
by a self-sustaining dynamo,
operating in the fluid outer-
core,

 also caused by magnetised
rocks in the Earth’s crust,

 electric currents flowing in
the ionosphere, magneto-
sphere and oceans

 and by currents induced in
the Earth mantle by time-
varying external fields.



IAGA Bulletin N°40: http://wdc.kugi.kyoto-u.ac.jp/dstdir/dst2/onDstindex.html

 Represents the axially symmetric
disturbance (of the horizontal
component) of the magnetic field at
the dipole equator on the Earth's
surface.

 Derived using data from 4 stations

 Hermanus (South Africa)

 Kakioka (Japan)

 Honolulu (US-HI)

 San Juan (Puerto Rico)
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1. Extract Total Magnetic Field Series from MAG_LR (1 Hz) product
(Swarm-A)

 Both VFM and ASM measurements can be used

2. Subtract CHAOS-6 (Finlay et al., EPS 2016) Internal Field Model

 The External component models the Ring Current which is
what drives the Dst Index so it must remain in the data

3. Remove values that lie above ±40° in Magnetic Latitude

4. Remove spikes and interpolate small data gaps
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5. Apply a low-pass Chebysev Type I filter with a cutoff period of 13
hours

 A 12-hour averaging provides complete global coverage!

(better than the 4 stations used for Dst Index derivation!)

6. Remove seasonal effects and the Local Time drift of the satellites’
orbit

 Use a Chebysev Type I filter with a cutoff period of approx. 4
months to model this slowly varying component

 Subtract it from the filtered series of step 5.

 Apply a linear transform to get the Swarm Index

Sindex = 2.5 B(6) - 15
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Plot markers 
at 1-hour 
intervals!

Before Linear Transform
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Plot markers 
at 1-hour 
intervals!

After Linear Transform
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Correlation Study

 Up-sample Dst Index
series to 1-sec
sampling rate by
linear interpolation

 Estimate Pearson’s
Correlation Coefficient
for the entire 2015 time
series

 Values >0.90 for a
wide range of values
for the free parameters
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 Linear time series analysis techniques

 Wavelet transforms (Hurst exponent)

 Rescaled range analysis (Hurst exponent)

[Balasis et al., ANGEO 2006]

 Nonlinear time series analysis techniques

 Entropies (Shannon entropy, Block entropy, T-complexity,
Approximate entropy, Sample entropy and Fuzzy entropy)

 Nonextensive statistical mechanics (Tsallis entropy)

[Balasis et al., GRL 2008, JGR 2009, Entropy 2013, Frontiers 2016]
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 If a time series is a temporal fractal then a power law of the
form:

S(f) ~ f −β

is obeyed with

 S(f) - power spectral density

 f - frequency

 β - spectral scaling exponent,

a measure of the strength of time

correlations

 r - linear correlation coefficient,

the fit of the time series to a power-law

In general, 
-1<β<3, but 
it describes 

2 classes
of signal:
fractional 
Gaussian 

noise (fGn)
or

fractional 
Brownian 

motion (fBm)

The Hurst 
exponent - H is 

calculated 
using different 

formulas for 
fGn (-1<β<1)

or
fBm (1<β<3)
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β = 2H+1, where H is the Hurst exponent for the fBm case (1 < β < 3)

 The exponent H characterizes the persistent/anti-persistent
properties of the signal. The range 0<H<0.5 (1<β<2) during the
normal period indicates anti-persistency, reflecting that if the
fluctuations increase in a period, it is likely to decreasing in the
interval immediately following and vice versa.

 We pay attention to the fact that the time series appears persistent
properties, 0.5<H<1 (2<β<3). This means that if the amplitude of
fluctuations increases in a time interval it is likely to continue
increasing in the interval immediately following.

 H=0.5 (β=2) suggests no correlation between the repeated
increments. Consequently, this particular value takes on a special
physical meaning:

It marks the transition between persistent and anti-persistent
behavior in the time series.
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 Approximate entropy (ApEn) has been introduced by Pincus as a measure
for characterizing the regularity in relatively short and potentially noisy
data. More specifically, ApEn examines time series for detecting the
presence of similar epochs; more similar and more frequent epochs lead to
lower values of ApEn.

 Sample entropy (SampEn) was proposed by Richman and Moorman as an
alternative that would provide an improvement of the intrinsic bias of
ApEn.

 Fuzzy entropy (FuzzyEn), like its ancestors, ApEn and SampleEn, is a
“regularity statistic” that quantifies the (un)predictability of fluctuations in
a time series. For the calculation of FuzzyEn, the similarity between
vectors is defined based on fuzzy membership functions and the vectors’
shapes. FuzzyEn can be considered as an upgraded alternative of SampEn
(and ApEn) for the evaluation of complexity, especially for short time
series contaminated by noise.
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 The uncertainty of an open system state can be
quantified by the Boltzmann-Gibbs (B-G) entropy,
which is the widest known uncertainty measure in
statistical mechanics.

 B-G entropy (SB-G) cannot, however, describe
nonequilibrium physical systems characterized by
long-range interactions or long-term memory or
being of a multi-fractal nature.

 Inspired by multi-fractal concepts, Tsallis [1988, 1998]
has proposed a generalization of the B-G statistics.
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 The newly proposed Swarm-inspired Dst index [Balasis et al., RSTA 2019] monitors

magnetic storm activity at least as good as the standard Dst / SYM-H indices.

 It yet remains to be investigated whether the standard Dst or the Swarm Dst index is a

better representation of the currents contributing to the coupled ionosphere-

magnetosphere system (e.g. ring current), especially during stormy periods.

 Due to the global coverage and superior sampling rate (1 Hz) of the Swarm Dst in

comparison to the 4 / 6 stations coverage and inferior sampling rate (1 hour / 1 minute)

of the standard Dst / SYM-H, the new index may be utilized for space weather

forecasting purposes.

 The Hurst exponent and various entropy measures show the complexity dissimilarity

among different ‘‘physiological’’ (normal) and ‘‘pathological’’ states (intense magnetic

storms) of the magnetosphere. They imply the emergence of two distinct patterns: (i) a

pattern associated with normal periods, which is characterized by a lower degree of

organization / higher complexity, and (ii) a pattern associated with the intense magnetic

storms, which is characterized by a higher degree of organization / lower complexity.
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